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Introduction
Aggregation of medical imaging data can help building accurate deep learn-
ing models. However, it is not always feasible due to strict privacy regu-
lations. Federated learning (FL) is an emerging technology that enables
researchers to build large scale networks and exchange trained models with-
out compromising patients’ private data. In this work we investigate the
feasbility of federated sequential model exchange in brain tumor segmeet-
nation

Communication between client and server, exchanging the model

FL is a developing and growing technology that offers secure data access to
institutions. It fosters global cooperation and will redefine the paradigms
of AI in radiology in the near future.

FL algorithms
The most important algorithms used in the medical imaging domain are
FedAvg[7], Ensemble methods, Single Weight Transfer (SWT), and Cyclic
weight transfer (CWT).
In Ensemble models, training is done locally outputs of local models are
averaged. In FedAvg, local models are trained in each hospital and then
the models are averaged by a central server each round.

Ensebmle methods FedAvg

In SWT, models are passed through institutions only once, and the global
model is updated after passing each client. CWT is like SWT, only the
model is passed through institutions in a cyclic manner and more than one
time.
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Applications in radiology
FL has shown great promise in several areas of radiology. FL has been
successfully deployed in COVID-19 research [4] , Lung nodule detection[1],
retinotherapy[3], mammography[3], breast cancer detection[2], MR image
reconstruction [8], brain tumor segmentation[6], brain tumor type classifi-
cation, and patient similarity analysis[5]. With preserving patients private
information and without revealing sensitive data.

Challenges and considerations
Data-related issues, such as heterogeneous data profiles and low-quality
clients, affect FL network performance. Potential solutions are FAIR data
collection, data standardization, and bias-reducing algorithms.
Security and privacy are also other important issues. Patient Re-
identification, sensitive data retrieval, and adversarial attacks are the most
important threats to an FL network. Countermeasures like model encryp-
tion, differential privacy (DP), and data perturbation are popular measures
to protect private data.

Discussion and conclusion
FL and AI are growing fields and are expected to gain more trust from
medical experts and open their way to more medical centers.
More data types, including medical texts/letters and genomics data, can be
handled in FL networks in the future. Technologies like Natural Language
Processing (NLP) are vital to extracting information from other data types
in addition to the imaging data. A large pool of institutions with various
data types opens the way to use real-time big data technologies in FL
networks.
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